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A B S T R A C T   

Sugarcane (Saccharum officinarum L.) is one of the principal origins of sugar and is also known as the main cash 
crop of India. About 19.07% of the total production of the world’s sugar requirement is fulfilled by India. 
Traditionally, Statistical approaches have been utilized for Crop yield prediction, which is tedious and time- 
consuming. In this direction, the present work proposed a novel hybrid CNN-Bi-LSTM_CYP deep learning- 
based approach that includes convolutional layers to extract the relevant spatial information in a sequence to 
Bi-LSTM layers that recognize the Phenological long-term and short-term bidirectional dependencies in the 
dataset to predict the Sugarcane crop yield. The experimentation was performed and validated on the historical 
dataset from 1950 to 2019 years of the major Sugarcane-producing states of India. The preliminary results shown 
that the CNN-Bi-LSTM_CYP method performed well (RMSE:4.05, MSE:16.40) in comparison to traditional 
Stacked-LSTM (RMSE:8.8, MSE:77.79), ARIMA (RMSE:5.9, MSE:34.80), GPR (RMSE:10.1, MSE:103.3), and Holt- 
winter Time-series (RMSE:9.9, MSE:99.7) techniques. The study concluded that the predicted sugar yield has a 
minimal relative error concerning the ground truth data for the CNN-Bi-LSTM_CYP approach proving the pro-
posed model’s efficiency.   

Introduction 

The Food and Agriculture Organization statistics signified that 
around 79% of the sugar is produced by processing sugarcane crops 
worldwide. Approximately 40% of the sugar requirement is fulfilled by 
Brazil, followed by India. From 2021 to 2022, about 181.18 million 
metric tonnes of sugar were produced, and sugar consumption exceeded 
175 million metric tonnes [1]. The Population uplift of approx. 9.7 
billion by 2050 will become a significant factor behind these re-
quirement’s urge worldwide. Humans will face the Consequences of this, 
‘Will enough food be provided at an affordable price to complete the 
dietary requirements?’ [2,3]. Therefore, based on these perspectives, 
predicting the crop before pre-harvest has become an important 
research domain worldwide [4]. There is a direct link between the 
production of Crops and their price in the market, and if there is a 
decrement in production can lead to a massive price hike. To overcome 
this demand–supply gap, there is a continuous requirement to forecast 
the situation of Cash crops to enhance the country’s export business to a 

reasonable extent [5]. Several Crop Yield estimation models were pro-
posed in the literature based on crop-related that provided reasonable 
outcomes [6–8]. With the emergence of the artificial intelligence field, 
deep learning methods, a subset of Machine learning, have overcome the 
limitation of traditional approaches. Machine learning (ML) and Deep 
learning (DL) techniques have been extensively utilized for crop yield 
prediction due to their ability to recognize non-linear patterns in a vast 
dataset [9,10]. In this study, we built a novel CNN and Bi-LSTM hybrid 
deep-learning architecture for crop yield estimation of the sugarcane 
crop. We performed the experimentation for the study regions of India. 
Sugarcane Crop is one of the major cash crops of India. In 2021, 
approximately seventeen lakh tonnes of sugar were exported outside the 
country; in 2020, this amount was 4.5 lakh tonnes [11]. The latest in-
formation for the 2021 year presented that there were 479 sugar mills 
exists in the country that produced 77.9 tonnes of sugar [12,13]. 
Therefore, in this direction, the assessment of yield and production of 
this crop plays a crucial role in decision-making policies for export by 
the farmers [6,14]. 
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ARIMA linear model was popular previously for time series fore-
casting of crops [6,14–17]. Nowadays, Deep Learning techniques over-
come the Linear model issues as they cannot capture the non-linear 
patterns in the dataset [18–20]. Several studies signify the performance 
of the ARIMA model that had provided good results for linear time series 
forecasting and prediction. In a study, Vishwajith et al. [6] forecasted 
sugarcane production in India by 2020 year by considering the Area, 
Yield, and productivity as variables of the crop from 1951 to the 2012 
year and found that the Auto-Regressive Moving average (2,1,1) model 
was appropriate for sugar crop experimentation. A similar approach was 
presented by Mishra et al. for a study of the production of Sugar crops in 
India using the ARIMA method. The results were evaluated using RMSE 
and MAPE metrics for the dataset from 1950 to 2015 [7]. The emergence 
of Machine learning and Deep learning techniques with remote sensing 
revolutionized the field of agriculture [20–24]. They have the capability 
of identification of complex relationships that exist in the patterns of the 
dataset among various parameters that can influence the growth of crops 
[25–28]. In the study, Haider et al. utilized a variant of Recurrent Neural 
Network, i.e., LSTM (Long Short-Term Memory), an approach of Deep 
Learning to forecast wheat production by improvising the pre- 
processing phase using a smoothing function. They compared the re-
sults of RNN with the ARIMA model and found that LSTM outperformed 
with an R2 value of 0.81 [29]. A similar technique of DL was used for soil 
moisture forecasting based on humidity and climatic factors to forecast 
the soil moisture in Thailand, a DNN-LSTM method was applied over the 
irrigation dataset that was collected with smart sensors, and the out-
comes of the proposed study produced a 0.72 percent RMSE value. 
However, this approach cannot consecutively check the learning rate of 
the Adam optimizer that increased the timings of the training and testing 
phase of the model [30,31]. A similar approach of LSTM was utilized in 
applying the recurrent neural network method to predict wheat crop 
yield in the Punjab region of India. The results were evaluated as RMSE 
147.12 and MAE as 60.50 [32]. Many authors addressed the capabilities 
of machine learning methods such as K-means, regression model, and 
Naïve Bayes analysis on weather datasets to employ Regression Tech-
niques to carry out prediction tasks with an RMSE value of 1.06 across 
major districts of India [33] and the comparison among ANN and 
regression model was discussed [34]. In this direction, Ansarifar et al. 
[8] applied a linear regression model for forecasting soya bean and corn 
crop yield by considering genotype data. They exhibited that the pro-
posed regression model achieved 8% lower RMSE in three experimental 
sites and suggested hyperparameter tuning can be resolved in future 
experimentation. Prior to the Deep learning technique, Linear models, 
and Machine learning method were highly used despite their various 
issues [35,36,50]. Similarly, the study was carried out using ML to 
predict crop yield in the Tamil Nadu region of India using ANN tech-
niques and found that the Random Forest method performed well in 
predicting accurate results by using the area and temperature informa-
tion of the region [37]. 

The literature shown that most of the existing research in context of 
crop prediction were based on statistical and linear models. The existing 
linear models are computationally expensive as, in every iteration the 
method needs to determine the differencing values that enhance the 
training time of the method. These models do not capture the non-linear 
relationship among the crop attributes, and therefore, not suitable for 
long-term forecasting of time series data. Another constraint is to 
improve the training and testing time taken by machine learning and 
linear models to handle the large crop datasets. Recently, LSTM tech-
nique have also gained popularity in prediction and forecasting of long- 
term dependencies but they suffer from the Vanishing gradient issue. In 
this context, our work aims to propose a novel hybrid deep learning- 
based CNN with Bi-LSTM network that can cope up with these gaps. 

Materials and methods 

Study area 

In this article, we focussed on one of India’s major cash crops, i.e., 
the Sugarcane Crop. The investigation includes an analysis of the sug-
arcane crop in India’s five major contributor states (Uttar Pradesh, 
Maharashtra, Karnataka, Tamil Nadu, and Bihar). As per statistical in-
formation for the 2021 year, Uttar Pradesh is India’s main contributor 
state of the Sugarcane Crop (approx. 48%). The description of the sug-
arcane crop growing and harvest period in the study regions is shown in 
Table S1. 

Proposed Hybrid Approach (CNN-Bi-LSTM_CYP) 

This section presents the methodology that discusses the hybrid deep 
learning architecture and working of the CNN-Bi-LSTM-CYP Model. A 
solution is built to overcome the limitations that exist in the literature to 
predict crop yield. The proposed approach used in this study is shown in 
Fig. 1. 

The proposed hybrid architecture of deep learning utilizes multiple 
layers in the network to investigate the main features in the dataset. 
Many authors suggested that the model’s performance can be enhanced 
effectively by increasing the depth of neural networks as deeper features 
are extracted and learned by the architectures [38,39]. The investigation 
includes utilizing the CNN and Bi-LSTM deep neural networks for yield 
prediction. The Primary purpose of Convolutional Layers is to extract 
relevant features and learn from the Sugarcane_CYP time series dataset 
to determine the yield pattern. Then Bi-LSTM network finds the short- 
term and long-term dependencies in the dataset in both directions. A 
Convolutional Neural Network (CNN), known as ‘ConvNet,’ facilitates 
feature learning through various processing layers. The structure of CNN 
consists of one input layer, several hidden layers, a fully connected layer, 
and one output layer [40–43]. 

The Bi-LSTM network combines two LSTM units that take input from 
both the forward and backward directions. To illustrate the working of 
Bi-LSTM, a recurrent neural network (RNN) needs to understand. An 
RNN is recognized for “memory” because its intakes information from 
earlier contributions is considered suitable for time series or sequence 
data [44]. The structure of RNN mainly comprises the input layer, 
hidden layer & output layer. Every part maps each input through the 
hidden state to evaluate yield sequentially, utilizing the concept of the 
Back Propagation algorithm by computing errors from different layers to 
the yield layer. To overcome the problems arising from RNN, a long 
short-term memory (LSTM) was introduced, which supports long- 
duration memory capacity to store elements and support long-term de-
pendencies [45,46]. 

The structure of the Bi-LSTM technique is arranged in two RNNs 
aligned independently, as shown in Fig. 2. They enhance the accuracy of 
the prediction model as they process the information from front to back 
and vice versa [47–49]. 

In the proposed network, initially, the dataset is passed through the 
pooling and convolutional layers that act as a pre-processing layer to 
extract the relevant information from the data. This meaningful data is 
then used in the hybrid neural network. The convolutional layers 
applied the convolution operator between the convolutional kernel and 
input to create the new set of features. This procedure results in the 
matrix format, which consists of feature values. Several Convolutional 
kernels are applied over the input to get the convolved features that 
contain more meaningful data than the neural network input. The out-
comes of max pooling layers are then fed to the Bi-LSTM network that 
applies the three gates to filter the further information from the data 
discussed in the subsequent section based on Eqs. (1) to (8). The output 
of these gates becomes an input to the fully connected layer that con-
nects each piece of information to provide the results. Finally, a relu 
activation function is applied to assign the features to the classes to 

P. Saini et al.                                                                                                                                                                                                                                    



Sustainable Energy Technologies and Assessments 57 (2023) 103263

3

Fig. 1. Methodology of Proposed Hybrid CNN-Bi-LSTM_CYP Model.  

Fig. 2. Structure of Bi-LSTM Technique.  
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produce the desired outcome. The processing of the prediction model 
mainly includes three steps: Data pre-processing, Convolution opera-
tion, and Bi-LSTM, a fully connected layer, which can be explained with 
Eqs. (1) to (8). 

The forget gate deals with what to omit from the cell and can be 
represented by Equation (1). 

ft = σ
(
wf [ht− 1xt

]
+ bf ) (1)  

Where xt is the current input, ht− 1 is the hidden state of the last step, b is 
the bias, and w is the weight of the matrices. 

In the following, the input gate utilized tanh and sigmoid functions to 
refine the output stages of the cell, represented via Eq. (2) to Eq. (6). 

ĉt = tanh(wc[ht− 1xt]+bc (2)  

Where ĉtis the cell state, ht− 1 is the hidden state of the last step, b is the 
bias, and w is the weight of the matrices. 

The sigmoid layer creates a filter as per Eq. (3), 

Ut = σ(wU [ht− 1xt] + bu (3) 

After processing throughout the input gate, the sigmoid layer filters 
the state provided as output (O), and all cell states passed through the 
function to be in the range of − 1 to 1. 

ot = σ(w0[ht− 1xt] + b0 (4) 

In the final step, a hidden state (ht-1) is computed by the multipli-
cation of scale cell state ‘C’ and filter ‘O’ value to pass to the next cell, 
and this can be shown in Eq. (6). 

ht = Ot*tanh(Ct) (5) 

The point-wise multiplication is computed between the result of two 
layers to produce the memory’s ht. 

In Bidirectional LSTM used, both the forward and backward hidden 
state of two LSTM at the same position can be presented in Eq. (7) & Eq. 
(8). 

ht
→

= LSTM̅̅̅ →
(Ct− 1, ht− 1) (6)  

ht
←
= L

←
STM(Ct− 1, ht− 1) (7)  

ht = LSTM
(

ht
→
, ht

← )
(8) 

Here, ht is the concatenated outcome of forwarding and backward 
LSTM to determine long-term and short-term dependencies. 

The proposed Algorithm to train the CNN-Bi-LSTM_CYP network is 
illustrated as follows:  

Algorithm: Train the CNN-Bi-LSTM_CYP-based DNN Network  

Input: Historical Sugarcane_CYP Dataset  
Output: Prediction and Forecasting of Yield 

1 Sugarcane_CYP: Major Sugarcane producer state’s yield collection 
2 Initialization of Weights (w) and Parameters {x, y, n, i} 
3 While the termination criteria are not met do 
4  X← {Sugarcane_CYP_Features}. Valuesy ←{Sugarcane_CYP_Classes}. Values 
5  Train_CYP_Data, Test_CYP_Data, Valid_CYP_Data ← Train_Test_Split (x, y, 

0.72,0.28)Batch_Size ← 64 
6  While(n < epochs) do 
7   CNN-Bi-LSTM_CYP ← Sequential_Model 

([ 
Embed_Layers (Train_CYP_Data.length, 
Result.length, Train_CYP_Data.columns), 
CYP_Convolutional_Layers (filters = 32, kernel_size = 3, 

strides = 1, padding=“causal”, 
activation=“relu”, 
input_shape = [Timesteps, feature_count], Result.length) 

CYP_Bi-LSTM_Layers (32, return_sequences = True, Result.length) 
CYP_Bi-LSTM_Layers (32, return_sequences = True, Result.length)  
Dense_Layer (Result.length, activation=’relu’)) 

]) 

(continued on next column)  

(continued ) 

Algorithm: Train the CNN-Bi-LSTM_CYP-based DNN Network 

8   Loss ←‘Mean square error,’ optimizer ← Adaptive Moment Estimation’ 
9   CNN-Bi-LSTM_CYP Model. Compile (Loss, optimizer, metrics =

[“mse”])    
CNN-Bi-LSTM_CYP Model. Train (Train_CYP_Data, Batch_Size, epochs, 
Valid_CYP_Data) 

10  End 
11 End  

Dataset 

The Present study focused on India’s major Sugarcane producer 
states, namely Uttar Pradesh, Maharashtra, Karnataka, Tamil Nadu, and 
Bihar. The experimentation was performed using historical data of the 
last 70 years of India, collected from the Directorate of Economics and 
Statistics under the Ministry of Agriculture, India [13]. State-wise sta-
tistics refer to the Statistical Abstract of a particular state. The Statistical 
state data was available from 1990 to 2019 years. The parameters exist 
in the dataset, such as Area, Area under irrigation, and production at-
tributes of a specific region to compute the crop yield factor. The sta-
tistical information revealed that maximum yield was attained in the 
2017–18 year with 80,198 kg/ha over the 4.74 million hectares, 
whereas the minimum was attained with 29,495 kg/ha in the 1952–53 
year in 66.29% irrigated area in India. 

Fig. S1 represents the sugar Contribution of these listed States 
throughout the country [11]. The highest sugar production in Uttar 
Pradesh was 48.35%, followed by 18.01% in Maharashtra State. 

Results and discussion 

The proposed approach was implemented using Python Program-
ming in Jupyter Notebook and WEKA tool. The hardware requirements 
include an i5-11300H processor, an X-64-based PC, and 16 GB RAM. 

The Descriptive Statistics of Sugarcane crop yield (tonnes/ha) and 
Production (Tonnes) from 1950 to 2019 are presented for India in 
Table 1. The minimum yield was recorded in 1952–53 with 29.3 
(tonnes/ha), and the maximum growth pattern was observed in 
2017–2018 with 80.198 (tonnes/ha). Therefore, these findings indicate 
the increment in Sugar production in India from 1950 to 2019. As per 
Table 1, there was an increment in Sugarcane Yield in Karnataka, Tamil 
Nadu, and Bihar with 8.4%, 1.8%, and 6.3%, respectively. The total 
Sugarcane mean yield in India was 56.5. The highest mean is observed in 
Tamil Nadu with 103.06, whereas the lowest average is in Bihar with 
46.4, respectively. 

The graphical representation of Sugarcane Crop yield in Fig. S2 
represents the variations in the growth of sugarcane crops over the years 
due to climatic conditions, soil moisture, irrigation facilities, fertiliza-
tion, etc., in the Uttar Pradesh, Maharashtra, Karnataka, Tamil Nadu, 
Bihar, and India. 

Evaluation metrics 

The performance of the proposed approach was evaluated using the 
Root Mean Squared Error (RMSE) and Mean Squared Error (MSE) 
computed by Eqs. (9) and (10), respectively. The RMSE evaluates the 
standard deviation of the surplus data items, and the MSE measures the 
variance of the residuary. 

MSE =
1
M

∑M

j=1

(
wj − ŵ

)2 (9)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
M

∑M

j=1

(
wj − ŵ

)2

√
√
√
√ (10) 
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Where, M = no. of dataset values; ŵ = Observed Yield; wj = yield’s mean 
value. 

The results are represented in the following section and a discussion 
of the experimental setup. 

Comparison with traditional methods 
This section illustrates the result obtained using existing machine 

learning and linear models. In traditional statistical approaches, the 
ARIMA method was highly utilized for prediction and forecast purposes 
[51], but nowadays, deep neural network techniques overcome the is-
sues of conventional forecasting methods. The ARIMA (2,1,0) was found 
suitable for predicting the Yield of India with an AIC of 253.7. The auto 
function of the ARIMA model automatically fetches the appropriate 
model with the smallest AIC value. Initially, data stationarity was 
checked by using ADF Test. The outcomes show that the input was not 
stationary (p < 0.5). Therefore, first, differencing was performed to 
make the data stationary to satisfy the condition that p should not 
exceed the 0.5 value. The model was further initialized with p, d, and q 
parameters in a range (0,4) and (0,2). 

Further, this linear model was evaluated for all the considered state 
data. The computed results revealed that for the Tamil Nadu state, the 
ARIMA model (0,1,1) seems best with AIC = 53.6. For the Maharashtra 
state, found ARIMA (0,1,0) to be a good fit with the smallest AIC of 49.6. 
The Karnataka state yield forecasting model with ARIMA (0,1,1) with 
AIC = 62.2, similarly for the Uttar Pradesh State (UP), is best with 43.1 
in the (1,1,0) model. The Bihar state dataset found ARIMA (0,1,0) 
suitable, with the lowest AIC as 54.7. 

The Gaussian process regression based on Bayesian inference used 5 
lag order to evaluate the results on the Sugarcane_CYP dataset. This 
analysis infers that the increasing trend pattern was observed in the 
upcoming years in the Sugarcane Yield in India by 2029. However, in 
Maharashtra state, there could be a decline of approx.—6% Yield from 
79.5 tonnes/ha to 74.6 tonnes/ha for 2018. 

Experimental analysis of proposed (CNN-Bi-LSTM_CYP) approach 
The proposed approach overcomes the issues of Recurrent Neural 

networks and other existing methods by utilizing several hidden layers 
in their processing. During experimentation, split the dataset into 72% 
training data, and the rest was used for testing the model. The hyper-
parameters utilized in this study to develop the proposed model are 
illustrated in Table S2. 

The CNN-Bi-LSTM_CYP model used several timesteps to determine 
the variability over the years and to predict the subsequent year’s data. 
In this study, we used a time step of 10 years to prepare the model 
learned from the last ten years to predict the subsequent yield. The 
structure of the implemented model includes the conv1d layers in a 
sequence to a stacked Bi-directional LSTM layer with one dense layer. 
There were around 50 neurons within each DNN-LSTM Model Layer, 
and a 0.2 value was used as drop-out regularization to avoid overfitting 
issues in the network. The model was suitably trained with a batch size 
of 64 with 32 filters. An adaptive moment estimation optimizer was 
utilized to minimize the loss incurred in the model. 

Validation results of the model 
The results were validated concerning the ground truth data of the 

2011–2019 years by computing the relative deviation between the 
actual ground truth data and the predicted yield of the Sugarcane Crop 
in India, represented in Table S3. 

The graphical analysis of the observed and predicted yield of the 
Sugarcane Crop evaluated using the proposed model CNN-Bi- 
LSTM_CYP, Stacked_LSTM, ARIMA, Holt-winter time series method, 
ML_GPR are shown in Fig.S3. These results revealed that CNN-Bi- 
LSTM_CYP accurately predicts the Sugarcane yield over the period in 
India with Minimal errors. 

The actual and observed yield results of all the state’s models 
signified the accurate results for Maharashtra state followed by Bihar, 
Karnataka, and Tamil Nadu with an RMSE value at regional data anal-
ysis as 6.95, 11.63, 12.7, 16.4, respectively. 

Performance evaluation 

The analysis presents the rising and falling trend in the crop yield 
during the last 70 years, but in recent years, there seems to be an 
increasing trend compared to an earlier time. Table 2 illustrate the result 
analysis among CNN-Bi-LSTM_CYP, Stacked_LSTM, Regression, and 
time series methods. The ARIMA (2,1,0) was next in the proposed 
technique’s performance. The main drawback of the Deep Neural 
method is that it requires a vast amount of training data. Therefore, the 
accuracy of the deep network majorly depends on the availability of the 
dataset. In our case, we trained the model with 70 years of data, and we 
can further enhance the accuracy of the results if we introduce the model 
with the daily availability of the data. The performance of the proposed 
work is evaluated using RMSE and MSE, explained in Table 2. 

As per the tabular analysis of Table 2, the proposed model shows a 
0.2% average relative deviation and a root mean square error (RMSE) 
value of 4.05 between the observed and actual forecast. In comparison, 
the ARIMA Model & GPR average relative deviation of 27.7%,48.2% 
calculated & 5.9, 10.1 RMSE was observed. 

Comparative analysis with existing hybrid approach 

In this study, we have compared the performance of the proposed 
approach on a publicly available dataset (https://github.com/saeedkha 
ki92/CNN-RNN-Yield-Prediction) implemented using the CNN-RNN 
approach [52]. The dataset was comprised of 25,345 instances with 
395 attributes. Our proposed CNN-BI-LSTM_CYP model outperformed 
with a mean squared error of 3.06 and a mean absolute error of 3.52 
compared to the CNN-RNN approach RMSE in the range of 4.15–4.91, 
represented in Table 3. 

Table 1 
Descriptive Statistics of Sugar Crop yield (in tonnes/ha) from 1950 to 2019.  

State/Country Mean Standard Deviation Skewness Kurtosis Minimum Maximum 

India  56.5  13.5  − 0.3  − 0.9  29.4  80.1 
Uttar Pradesh  61.3  7.16  1.9  3.2  52.3  80.81 
Maharashtra  79.5  7.7  − 1.2  1.8  57.9  92.1 
Karnataka  86.3  8.3  − 0.14  0.87  65.8  102.9 
Tamil Nadu  103.06  5.7  − 0.99  1.1  87.1  111.5 
Bihar  46.4  6.93  − 0.94  2.2  24.6  59.2  

Table 2 
Comparison with existing models on Sugarcane_CYP Dataset.  

Prediction Model RMSE MSE 

Stacked LSTM  8.82  77.79 
Linear Regression  4.9  24.22 
ARIMA  5.9  34.81 
ML_GPR  10.1  103.3 
Holt-Winters Time Series  9.98  99.72 
Proposed Method 

(CNN-Bi-LSTM-CYP)  
4.05  16.40  
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The results of the proposed approach indicate the novelty of our 
work in dealing with a large dataset by considering the proper data 
processing mechanism. In their article, they used the 3,50,000 iterations 
with 0.03% of the learning rate, whereas we used the 0.005 learning rate 
with 500 epochs and a Validation split of 0.05 to train the network. 

Forecasting of sugarcane yield 

The forecasting of sugarcane yield is presented in Table S4 for Uttar 
Pradesh, Maharashtra, Karnataka, Tamil Nadu, and Bihar states of India 
from the 2020–2029 year. 

Table S4 exhibits the increasing trend pattern in the yield expectancy 
of Major producers of Sugarcane Crops in the subsequent years till the 
2029 year. The graphical representation of Crop Yield prediction and 
forecast results of UP and Maharashtra regions are shown in Fig. 3a, 3b, 
for Karnataka and Tamil Nadu are presented in Fig. 4a, 4b, and Bihar 
region results are depicted in Fig. 5. 

The forecasting results illustrate that in the upcoming years, India 
will have a rising trend in the Yield expectancy of Sugarcane Crop, 
which is the highest in 2029. The experimentation exhibits a decline in 
yield from 2018 to 19 by 2.8% and found a decline the production from 
405.4 million tonnes to 355.7 million tonnes. 

In Fig. 3, Fig. 4, and Fig. 5, the blue line presents the train_predict 
data that can be evaluated using the code snippet: (trainPredictPlot 
[look_back:len(train_predict) + look_back,:] = train_predict) whereas, 
the orange line signifies the test_predict(testPredictPlot[len(train_-
predict)+(look_back*2) + 1:len(df)-1,:] = test_predict) using the look-
back of the last 10 years of training data. The comparison was performed 
among the predicted and observed yield values in a dataset, based on 
which forecasting can be evaluated using detailed region data in the 
green line. Among the discussed methods, ML-GPR has exhibited high 
RMSE, leading to more error in the actual to the observed value of 
Sugarcane Yield. 

In this study, to deal with non-linear and non-stationary character-
istics of crop yield state-of-the-art deep learning approaches were 
combined to improve the precision of prediction in handling the Sug-
arcane_CYP time series dataset. The current Studies for Crop yield pre-
diction based on statistical, and linear models does not consider these 
characteristics of a crop simultaneously [6–8]. Therefore, we presented 
a CNN with Bi-LSTM based hybrid deep learning approach to take ad-
vantages of both networks in the present work. The CNN focuses to 
extract the relevant features and learn from the Sugarcane_CYP time 

series dataset to determine the yield pattern, whereas the Bi-LSTM 
network finds the short-term and long-term dependencies in the data-
set in both directions to strengthen the information for forecasting the 
long-term time series data. The CNN-Bi-LSTM_CYP method improved 
the training & testing time taken in existing baselines models by 
including the relevant parameters and, overcome the vanishing gradient 
issue of LSTM technique, and achieved a 0.2% average relative deviation 
in predicted yield [32]. The experimental outcomes indicate that pro-
posed approach provides the lowest error between the predicted and 
observed yield with 4.05 tonnes/ha. The proposed model leverages the 
advantage of feature engineering in Hybrid DL model and discards the 
irrelevant parameters to attain the higher accuracy in comparison to 
traditional machine learning and linear models. Methods like ML_GPR, 
LSTM, and ARIMA shown low performance in terms of accuracy and 
speed. The findings substantially exhibit a higher accuracy in validation 
in comparison to other methods. In general, CNN-Bi-LSTM_CYP method 
also evaluated using publicly available dataset to represent their effi-
ciency in handling large crop datasets and achieved a better accuracy 
with 1.74 [52]. Furthermore, the yield estimates were upgraded from 
country level to major sugarcane producer regions presented in Fig. 3, 
Fig. 4, and Fig. 5 to evaluate the model applicability at city level, and 
found that ML-GPR more prone to errors in actual to observed yield 
while processing the dataset. The study can be applied for monitoring 
the vegetation growth and estimation of crop yield. The findings in this 
study demonstrated the applicability of deep learning framework in the 
field of smart farming in managing and predicting the crop yield. In 
addition, the potential limitation of the CNN-Bi-LSTM_CYP lies in 
determination of optimal hyperparameters and in future, we will work 
out on this problem to automate the searching of best hyperparameters 
to train the DL model. Another future aspect includes, the data intensive 
nature of the DL models can be managed by incorporating the network 
with more data characteristics including daily monitored data, remote 
sensing derived features so that the proposed model can learn better 
from data characteristics and further enhance the accuracy of the model. 

Conclusion 

In this study, we investigated the various linear, machine learning, 
and deep learning models for crop yield prediction and built the hybrid 
deep learning network. The CNN-Bi-LSTM_CYP approach provides a 
novel mechanism to overcome the limitations of linear and regression 
models to analyze the statistical data for time series forecasting. The 
efficiency of the proposed approach was also assessed on a publicly 
available dataset compared to other hybrid models. We have taken 
advantage of both the CNN and Bi-LSTM layers to capture temporal and 
spatial information in the dataset. Feature engineering was performed to 
train the model with appropriate features. The performance of the CNN- 
Bi-LSTM_CYP approach was evaluated using evaluation metrics RMSE 
and MSE and found to be the best with the lowest RMSE of 4.05 among 
Stacked_LSTM, ARIMA, HoltWinter time-series, and Machine Learning- 

Table 3 
Comparative results with other research studies.  

Author Dataset Methodology RMSE 

Khaki et al. [52] Publicly available data CNN-RNN  4.15 
Proposed Method 

(CNN-Bi-LSTM_CYP) 
Publicly available data CNN-Bi-LSTM_CYP  1.74  

Fig. 3. Forecasting and Prediction of Sugarcane Yield of Uttar Pradesh & Maharashtra States using CNN-Bi-LSTM_CYP Model.  
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based methods. The time sequence of 10 years was utilized to evaluate 
the forecasting and observe the increasing crop yield pattern for the 
major producing regions. In the experimentation, the proposed 
approach outperformed the existing methods with an RMSE value of 
4.05 compared to other machine learning paradigms. 

The limitation of the proposed work is the use of the sugarcane crop. 
The result might be different for another set of crop datasets. Another 
limitation exists in the case of feature selection that can also influence 
the network’s training. In the future, this study can be extended by 
combining the hybrid technique of Deep Neural Network with XGBoost 
or optimization method to enhance the capability of the hybrid network 
for optimizing the selection of optimal hyperparameters to train the 
network. 
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